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#### Abstract

The Krazer-Prym theorem extending the Poisson summation formula to oblique lattices is proved as a direct consequence of translational symmetry. A generalized Ewald approach based on this theorem is reproduced. The two other famous approaches proposed by Nijboer and De Wette, and by Harris and Monkhorst, are derived in the same fashion. The absence of any uniform contribution to bulk electrostatic potentials in each of those treatments is emphasized as a property of locally neutral systems subject to translational symmetry. It is found that an analytic evaluation of the Ewald variable parameter naturally follows from the treatment of the Coulomb lattice characteristic in terms of the Krazer-Prym theorem. The extension of those characteristics to off-lattice points is also discussed.


PACS numbers: 02.30.Lt, 02.30.Uu, 61.50.Ah, 61.50.Lt

## 1. Introduction

The problem of lattice summation remains the subject of active interest [1-8]. Nevertheless, of various methods of lattice summation proposed earlier [9-11], the classical approach developed by Epstein [12] and Ewald [13] and based on the Krazer-Prym theorem [14] is still one of the most widespread [15-22]. In this connection, it is worth noting that there are many treatments of conditionally convergent Coulomb series, where the influence of a remote surface is anyhow taken into account, in conjunction with the customary representation that every real crystal is eventually bounded [23, 24]. Of course, the solution appropriate to perfect crystals can also be obtained within such treatments [11], though some skill is necessary to solve this task [25]. In particular, it appears that the Krazer-Prym theorem can in turn be verified by making use of periodic boundary conditions imposed at infinity as well [26].

In the present paper we show that sophisticated approaches dealing with conditions at infinity, which are typical of methods of lattice summation in direct space [11], are not principal for descriptions based on functional transforms. It is significant that the most fundamental functional transforms of interest are conventionally introduced by the Krazer-Prym theorem. It implies that the set of statements necessary to prove this theorem, in turn, determine the properties of solutions associated with its application. This is the reason why the proof of the Krazer-Prym theorem is proposed here, simplifying that treatment in comparison with the original one [14]. As a result, we confirm that the problems of conditional convergence of Coulomb series are definitely resolved within the Ewald approach making use of this theorem. It is important that the above issue is intrinsic to prefect crystals associated with the thermodynamic limit only. In other words, it is not the case if we deal with metastable bulk states associated with unstable surfaces of bounded crystals [11]. Inasmuch as the problem of summation over low-dimensional periodic lattices is sometimes of interest [18, 19, 27], here we give the proof of the Krazer-Prym theorem in the general case of an arbitrary dimensionality.

One more insight into the physical nature of efficiency of the Ewald approach arises within the important generalizing treatment proposed by Nijboer and De Wette [28] that is based on the application of screened potentials. As a result, the classical consideration of Ewald actually deals with the complementary error function as a screening one, though different other forms of screening are possible as well.

But the latter generalization also turns out to be more general from the standpoint of conditional convergence. Indeed, the direct application of Parseval's formula in the original paper [28] admits the appearance of an additional contribution described by the reciprocal lattice vector $\boldsymbol{h}=0$. This is a matter of intensive discussion for a long time [2, 11, 23, 24] and eventually implies the inclusion of metastable states typical of finite crystals [11]. On the other hand, it is obvious that the translationally symmetric solution characteristic of the generalization at hand does not still contain such a contribution. In the present paper, this result is readily confirmed by making use of the approach similar to that describing the Krazer-Prym theorem, providing that the question about other solutions does not arise. The exclusion of the $h=0$ contribution is also inherent in the Harris-Monkhorst formula [25], where this property is originally established by a tedious procedure of examining a remote surface [25, 29]. Here we simplify this analysis as well. Moreover, based on the Krazer-Prym theorem $[9,11,13,14]$ as an extension of the many-dimensional Poisson summation formula $[30,31]$ to oblique lattices, a general expression for the Coulomb characteristic of a Bravais lattice specified by the Harris-Monkhorst formula is obtained for arbitrary lattices. The latter approach enables us to derive an analytic estimate of the Ewald variable parameter as well. The extension of the concept of the Coulomb characteristic of an arbitrary Bravais lattice to off-lattice points is also proposed.

## 2. The Krazer-Prym theorem

Let us consider a series of the form

$$
\begin{equation*}
S(\boldsymbol{r})=\sum_{i} \exp \left[-t\left|\boldsymbol{r}-\boldsymbol{R}_{i}\right|^{2}+\mathrm{i} \boldsymbol{q}\left(\boldsymbol{r}-\boldsymbol{R}_{i}\right)\right] \tag{1}
\end{equation*}
$$

where the summation over $i$ is carried out over sites of an $m$-dimensional oblique Bravais lattice described by vectors $\boldsymbol{R}_{i}, \boldsymbol{r}$ is an arbitrary $m$-dimensional position vector, $t$ is a positive parameter and $\boldsymbol{q}$ is any $m$-dimensional momentum. It is evident that $S(\boldsymbol{r})$ is subject to
translational symmetry. As a result, $S(r)$ can be cast in terms of a series over $m$-dimensional reciprocal lattice vectors $h$ :

$$
\begin{equation*}
S(\boldsymbol{r})=\sum_{h} S(\boldsymbol{h}) \exp (2 \pi \mathrm{i} \boldsymbol{h} \boldsymbol{r}) \tag{2}
\end{equation*}
$$

where

$$
\begin{equation*}
S(\boldsymbol{h})=\frac{1}{v} \int_{\text {cell }} S\left(\boldsymbol{r}_{1}\right) \exp \left(-2 \pi \mathrm{i} \boldsymbol{h} \boldsymbol{r}_{1}\right) \mathrm{d} \boldsymbol{r}_{1} \tag{3}
\end{equation*}
$$

with $v$ being the unit-cell volume; the integration in equation (3) is carried out over the unit cell defined as an $m$-dimensional parallelepiped whose edges are described by $m$ vectors of elementary translations considered as basic ones for producing the Bravais lattice in question. It implies that the same $m$ vectors are employed upon defining the set of elementary translations in reciprocal space. It is significant that equations (2) and (3) are connected by periodic boundary conditions on each couple of opposite faces of the unit-cell parallelepiped.

Substituting equation (1) into formula (3) and keeping in mind that the integral over the unit cell together with the summation over $i$ is converted into the integral over all $m$-dimensional space [32], we easily obtain

$$
\begin{equation*}
S(\boldsymbol{h})=\frac{1}{v} \int \exp \left[-t\left|\boldsymbol{r}_{1}\right|^{2}+\mathrm{i}(\boldsymbol{q}-2 \pi \boldsymbol{h}) \boldsymbol{r}_{1}\right] \mathrm{d} \boldsymbol{r}_{1} \tag{4}
\end{equation*}
$$

Since the integration is over uniform and isotropic space now, we may introduce Cartesian components $x_{j}$ of $\boldsymbol{r}_{1}$, in terms of which equation (4) takes the form

$$
\begin{equation*}
S(\boldsymbol{h})=\frac{1}{v} \prod_{j=1}^{m} \int_{-\infty}^{\infty} \exp \left[-t x_{j}^{2}+\mathrm{i}\left(q_{j}-2 \pi h_{j}\right) x_{j}\right] \mathrm{d} x_{j} \tag{5}
\end{equation*}
$$

where $q_{j}$ and $h_{j}$, respectively, are the components of $\boldsymbol{q}$ and $\boldsymbol{h}$ parallel to $x_{j}$,
$\int_{-\infty}^{\infty} \exp \left[-t x_{j}^{2}+\mathrm{i}\left(q_{j}-2 \pi h_{j}\right) x_{j}\right] \mathrm{d} x_{j}=2 \int_{0}^{\infty} \exp \left(-t x_{j}^{2}\right) \cos \left[\left(q_{j}-2 \pi h_{j}\right) x_{j}\right] \mathrm{d} x_{j}$.
It is important that upon transformation from equation (4) to equation (5), it is not necessary to convert the quadratic form in the exponent of formula (4), which is described initially in terms of triclinic components of $\boldsymbol{r}_{1}$, into the diagonal form in an explicit manner, though it is always possible [14].

The latter relation in equation (6) is just the integral of Poisson [30]:

$$
\begin{equation*}
\int_{0}^{\infty} \exp \left(-t z^{2}\right) \cos (u z) \mathrm{d} z=\frac{1}{2} \sqrt{\frac{\pi}{t}} \exp \left(-\frac{u^{2}}{4 t}\right) . \tag{7}
\end{equation*}
$$

Substituting formula (7) into relation (6) and taking this result into account in equation (5) combined with equations (1) and (2), we obtain the Krazer-Prym formula:

$$
\begin{equation*}
\sum_{i} \exp \left[-t\left|\boldsymbol{r}-\boldsymbol{R}_{i}\right|^{2}+\mathrm{i} \boldsymbol{q}\left(\boldsymbol{r}-\boldsymbol{R}_{i}\right)\right]=\frac{1}{v}\left(\frac{\pi}{t}\right)^{m / 2} \sum_{h} \exp \left(-\frac{|\boldsymbol{q}-2 \pi \boldsymbol{h}|^{2}}{4 t}+2 \pi \mathrm{i} \boldsymbol{h} \boldsymbol{r}\right) \tag{8}
\end{equation*}
$$

On multiplying both the sides of (8) by $\exp (-\mathrm{i} q \boldsymbol{r} / 2)$, this relation takes a symmetric form

$$
\begin{align*}
& \sum_{i} \exp \left[-t\left|\boldsymbol{r}-\boldsymbol{R}_{i}\right|^{2}+\mathrm{i} \boldsymbol{q}\left(\frac{\boldsymbol{r}}{2}-\boldsymbol{R}_{i}\right)\right] \\
&= \frac{1}{v}\left(\frac{\pi}{t}\right)^{m / 2} \sum_{h} \exp \left[-\frac{|\boldsymbol{q}-2 \pi \boldsymbol{h}|^{2}}{4 t}+\mathrm{i}\left(2 \pi \boldsymbol{h}-\frac{\boldsymbol{q}}{2}\right) \boldsymbol{r}\right] \tag{9}
\end{align*}
$$

This symmetry between the real space and reciprocal space representations is especially pronounced in the particular case of $\boldsymbol{r}=0$ and $\boldsymbol{q}=0$. Then formulae (8) and (9) coincide and may be written in the two mutually connected forms

$$
\begin{align*}
\sum_{i} \exp \left(-t\left|\boldsymbol{R}_{i}\right|^{2}\right) & =\frac{1}{v}\left(\frac{\pi}{t}\right)^{m / 2} \sum_{h} \exp \left(-\frac{\pi^{2}|\boldsymbol{h}|^{2}}{t}\right)  \tag{10}\\
\sum_{h} \exp \left(-u|\boldsymbol{h}|^{2}\right) & =v\left(\frac{\pi}{u}\right)^{m / 2} \sum_{i} \exp \left(-\frac{\pi^{2}\left|\boldsymbol{R}_{i}\right|^{2}}{u}\right) \tag{11}
\end{align*}
$$

Equation (11) results from formula (10) upon changing the parameter: $u=\pi^{2} / t$. However, it is much more important that relation (11) is just relation (10), where the following formal transformations are proposed: $\boldsymbol{R}_{i} \leftrightarrow \boldsymbol{h}, t \rightarrow u$ and $v \rightarrow v^{-1}$. The latter transformation is natural because $v^{-1}$ is the volume of a unit cell describing the reciprocal lattice. The meaning of this connection between equations (10) and (11) is evident because the lattices composed of $\boldsymbol{R}_{i}$ and $\boldsymbol{h}$ are mutually reciprocal.

## 3. The Ewald approach

In order to emphasize subtle points associated with the conditional convergence of Coulomb series over crystal lattices, as well as the application of theorem (8) to this problem, here we concentrate on the Ewald approach [13]. We start from a charge distribution $\rho_{\mathrm{c}}(\boldsymbol{r})$ subject to translational symmetry in a three-dimensional crystal. In addition, $\rho_{\mathrm{c}}(\boldsymbol{r})$ can also be cast in terms of a charge distribution $\rho(\boldsymbol{r})$ attributed to the unit cell:

$$
\begin{equation*}
\rho_{\mathrm{c}}(\boldsymbol{r})=\sum_{i} \rho\left(\boldsymbol{r}-\boldsymbol{R}_{i}\right), \tag{12}
\end{equation*}
$$

where the summation is over the sites of the corresponding Bravais lattice specified by $\boldsymbol{R}_{i}$ as well. Note that representation (12) is not unique due to an optional character of $\rho(\boldsymbol{r})$ subject to the sole condition of local electrical neutrality

$$
\begin{equation*}
\int_{V} \rho(\boldsymbol{r}) \mathrm{d} \boldsymbol{r}=0 \tag{13}
\end{equation*}
$$

where the integration is carried out over the volume $V$ occupied by $\rho(\boldsymbol{r})$. Like equations (2)-(4), $\rho_{\mathrm{c}}(\boldsymbol{r})$ can be cast in terms of a series over three-dimensional reciprocal lattice vectors $\boldsymbol{h}$ :

$$
\begin{equation*}
\rho_{\mathrm{c}}(\boldsymbol{r})=\sum_{\boldsymbol{h}}^{\prime} F(\boldsymbol{h}) \exp (2 \pi \mathrm{i} \boldsymbol{h} \boldsymbol{r}) . \tag{14}
\end{equation*}
$$

Here the structure factor is equal to

$$
\begin{align*}
F(\boldsymbol{h}) & =\frac{1}{v} \int_{\text {cell }} \rho_{\mathrm{c}}(\boldsymbol{r}) \exp (-2 \pi \mathrm{i} \boldsymbol{h} \boldsymbol{r}) \mathrm{d} \boldsymbol{r} \\
& =\frac{1}{v} \int_{V} \rho(\boldsymbol{r}) \exp (-2 \pi \mathrm{i} \boldsymbol{h} \boldsymbol{r}) \mathrm{d} \boldsymbol{r}, \tag{15}
\end{align*}
$$

where the integral over the interior of a unit-cell parallelepiped of volume $v$ in the first expression is transformed into the integral over all space after substituting relation (12). The fact that $\left(\boldsymbol{h} \boldsymbol{R}_{i}\right)$ is an integer by definition is taken into account upon deriving the last relation of equation (15) as well. Comparing equation (15) with formula (13), we see that $F(0)=0$ and so the $h=0$ contribution is absent in equation (14), as pointed out by the prime on the summation sign there.

The electrostatic potential $U(\boldsymbol{r})$ generated by the charge distribution (12) at any point $\boldsymbol{r}$ can be written down as

$$
\begin{equation*}
U(\boldsymbol{r})=\int^{\prime} \frac{\rho_{\mathrm{c}}\left(\boldsymbol{r}_{1}\right) \mathrm{d} \boldsymbol{r}_{1}}{\left|\boldsymbol{r}_{1}-\boldsymbol{r}\right|}=\int^{\prime} \frac{\mathrm{d} \boldsymbol{r}_{1}}{\left|\boldsymbol{r}_{1}-\boldsymbol{r}\right|} \sum_{i} \rho\left(\boldsymbol{r}_{1}-\boldsymbol{R}_{i}\right) \tag{16}
\end{equation*}
$$

where the prime on the integral sign implies that the singular contribution of any point charge if it happens at $r$ must be omitted. It is important that in the last relation of (16) and in what follows this prime can equally be associated with the corresponding restriction upon summation over $i$.

Note that we cannot go over to a new variable of integration $\boldsymbol{r}^{\prime}=\boldsymbol{r}_{1}-\boldsymbol{R}_{i}$ in equation (16) yet, because the sum over $i$ would be divergent. In order to overcome this obstacle, we represent the Coulomb denominator in an obvious form

$$
\begin{equation*}
\frac{1}{|\boldsymbol{r}|}=\frac{2}{\sqrt{\pi}} \int_{0}^{\infty} \exp \left(-u^{2}|\boldsymbol{r}|^{2}\right) \mathrm{d} u \tag{17}
\end{equation*}
$$

On substituting expression (17) into equation (16) and going over to the variable $\boldsymbol{r}^{\prime}$ mentioned above, equation (16) takes the form

$$
\begin{equation*}
U(\boldsymbol{r})=\frac{2}{\sqrt{\pi}} \int_{V}^{\prime} \rho\left(\boldsymbol{r}^{\prime}\right) \mathrm{d} \boldsymbol{r}^{\prime} \int_{0}^{\infty} \mathrm{d} u \sum_{i} \exp \left(-u^{2}\left|\boldsymbol{R}_{i}+\boldsymbol{r}^{\prime}-\boldsymbol{r}\right|^{2}\right) \tag{18}
\end{equation*}
$$

One can see that all the contributions to formula (18) are definite and convergent in the interval $0<u<\infty$. The only problem appears as $u$ tends to zero. In order to explore this particular case, we define
$U_{1}(\boldsymbol{r})=\frac{2}{\sqrt{\pi}} \int_{V} \rho\left(\boldsymbol{r}^{\prime}\right) \mathrm{d} \boldsymbol{r}^{\prime} \int_{0}^{\mu} \mathrm{d} u \sum_{i} \exp \left(-u^{2}\left|\boldsymbol{R}_{i}+\boldsymbol{r}^{\prime}-\boldsymbol{r}\right|^{2}\right)-\left\{\frac{2 \mu q_{j}}{\sqrt{\pi}}\right\}_{r=\boldsymbol{b}_{j}}$,
where $\mu$ is a certain finite positive parameter. The contribution excluded earlier, as was shown by the prime on the integral sign, is finite here. So it is now added and subtracted, as indicated by omitting that prime, as well as by the facultative last term corresponding to a point charge $q_{j}$ at a point $\boldsymbol{b}_{j}$ if it happens that $\boldsymbol{r}=\boldsymbol{b}_{j}$.

Since there is no restriction on summation over $i$ in equation (19) now, the Krazer-Prym theorem in form (10) still addressed to crystals subject to translational symmetry can be directly incorporated into formula (19), with the result
$U_{1}(\boldsymbol{r})=\frac{2 \pi}{v} \int_{V} \rho\left(\boldsymbol{r}^{\prime}\right) \mathrm{d} \boldsymbol{r}^{\prime} \int_{0}^{\mu} \frac{\mathrm{d} u}{u^{3}} \sum_{h} \exp \left[-\frac{\pi^{2}|\boldsymbol{h}|^{2}}{u^{2}}+2 \pi \mathrm{i} \boldsymbol{h}\left(\boldsymbol{r}-\boldsymbol{r}^{\prime}\right)\right]-\left\{\frac{2 \mu q_{j}}{\sqrt{\pi}}\right\}_{r=\boldsymbol{b}_{j}}$.
The fact that there is a singularity associated with the limit $u \rightarrow 0$ is confirmed by equation (20). But in the latter case it is also evident that the divergent term in question is associated with the $h=0$ contribution, which is independent of $\boldsymbol{r}^{\prime}$ at every value of $u$ and so has to be removed from equation (20) due to restriction (13).

Because the rest of equation (20) is absolutely convergent, the integration can be carried out first there and results in

$$
\begin{equation*}
U_{1}(\boldsymbol{r})=\frac{1}{\pi} \sum_{h}^{\prime} \frac{F(\boldsymbol{h})}{|\boldsymbol{h}|^{2}} \exp \left(-\frac{\pi^{2}|\boldsymbol{h}|^{2}}{\mu^{2}}+2 \pi \mathrm{i} \boldsymbol{h} \boldsymbol{r}\right)-\left\{\frac{2 \mu q_{j}}{\sqrt{\pi}}\right\}_{r=\boldsymbol{b}_{j}} \tag{21}
\end{equation*}
$$

where the prime on the summation sign over $h$ implies missing the $h=0$ term and the structure factor $F(\boldsymbol{h})$ is determined by formula (15).

Extracting expression (19) from equation (18) and keeping in mind that the remainder is absolutely convergent, we easily obtain that this remainder takes the form

$$
\begin{align*}
U_{2}(\boldsymbol{r}) & =\frac{2}{\sqrt{\pi}} \int_{V}^{\prime} \rho\left(\boldsymbol{r}^{\prime}\right) \mathrm{d} \boldsymbol{r}^{\prime} \int_{\mu}^{\infty} \mathrm{d} u \sum_{i} \exp \left(-u^{2}\left|\boldsymbol{R}_{i}+\boldsymbol{r}^{\prime}-\boldsymbol{r}\right|^{2}\right) \\
& =\sum_{i}^{\prime} \int_{V} \frac{\rho\left(\boldsymbol{r}^{\prime}\right) \operatorname{erfc}\left(\mu\left|\boldsymbol{R}_{i}+\boldsymbol{r}^{\prime}-\boldsymbol{r}\right|\right) \mathrm{d} \boldsymbol{r}^{\prime}}{\left|\boldsymbol{R}_{i}+\boldsymbol{r}^{\prime}-\boldsymbol{r}\right|} \tag{22}
\end{align*}
$$

where the integration over $u$ leads to the last relation, the prime on the summation sign stands for missing the singular term associated with zero of the Coulomb denominator in agreement with the comment after equation (16),

$$
\begin{equation*}
\operatorname{erfc}(x)=\frac{2}{\sqrt{\pi}} \int_{x}^{\infty} \exp \left(-u^{2}\right) \mathrm{d} u \tag{23}
\end{equation*}
$$

is the complementary error function.
The total electrostatic potential is then of the form

$$
\begin{equation*}
U(\boldsymbol{r})=U_{1}(\boldsymbol{r})+U_{2}(\boldsymbol{r}), \tag{24}
\end{equation*}
$$

where formulae (21) and (22) are taken into account.
It is important that the mean potential is equal to zero:

$$
\begin{equation*}
\bar{U}=\frac{1}{v} \int_{\text {cell }} U(\boldsymbol{r}) \mathrm{d} \boldsymbol{r}=0 . \tag{25}
\end{equation*}
$$

Indeed, the contribution of result (21) to equation (25) is zero due to the absence of the $\boldsymbol{h}=0$ term there, providing that the contributions of all $q_{j}$ associated with the last term in formula (21) compose a set of measure zero and so do not affect the integral in equation (25). On the other hand, after substituting equation (22) into equation (25), in agreement with relation (24), a further integration over $r$ replaced by $r-\boldsymbol{R}_{i}-\boldsymbol{r}^{\prime}$ results in the appearance of the output (13).

In the particular case of $\rho(\boldsymbol{r})$ composed of point charges $q_{j}$ at positions $\boldsymbol{b}_{j}$ in a unit cell, we have

$$
\begin{align*}
& \rho(\boldsymbol{r})=\sum_{j} q_{j} \delta\left(\boldsymbol{r}-\boldsymbol{b}_{j}\right),  \tag{26}\\
& F(\boldsymbol{h})=\frac{1}{v} \sum_{j} q_{j} \exp \left(-2 \pi \mathrm{i} \boldsymbol{h} \boldsymbol{b}_{j}\right), \tag{27}
\end{align*}
$$

in agreement with formula (15). Utilizing relation (26) in equations (21)-(22) and keeping equation (24) in mind, we obtain the classical formula of Ewald [13]:

$$
\begin{align*}
U(\boldsymbol{r})=\frac{1}{\pi v} \sum_{\boldsymbol{h}, j}^{\prime} & \frac{q_{j}}{|\boldsymbol{h}|^{2}} \exp \left[-\frac{\pi^{2}|\boldsymbol{h}|^{2}}{\mu^{2}}+2 \pi \mathrm{i} \boldsymbol{h}\left(\boldsymbol{r}-\boldsymbol{b}_{j}\right)\right] \\
& +\sum_{i, j}^{\prime} \frac{q_{j} \operatorname{erfc}\left(\mu\left|\boldsymbol{R}_{i}+\boldsymbol{b}_{j}-\boldsymbol{r}\right|\right)}{\left|\boldsymbol{R}_{i}+\boldsymbol{b}_{j}-\boldsymbol{r}\right|}-\left\{\frac{2 \mu q_{j}}{\sqrt{\pi}}\right\}_{\boldsymbol{r}=\boldsymbol{b}_{j}} . \tag{28}
\end{align*}
$$

For completeness, the Coulomb energy per unit cell is as follows:

$$
\begin{equation*}
\mathcal{E}_{\text {tot }}=\frac{1}{2} \int_{V} \rho(\boldsymbol{r}) U(\boldsymbol{r}) \mathrm{d} \boldsymbol{r} \tag{29}
\end{equation*}
$$

According to the meaning of $U(\boldsymbol{r})$, one can see that the value of $\mathcal{E}_{\text {tot }}$ is an exact bulk energy appropriate to the thermodynamic limit as well [11].

## 4. General screened-potentials treatment of Nijboer and De Wette

It is significant that the Ewald approach may also be regarded as a particular case of a more general description discussed by Nijboer and De Wette [28]. In this case taking screened potentials into account leads to the enhancement of the rate of convergence of Coulomb series. For completeness, here we consider the latter treatment in our present manner. The electrostatic potential described by (16) is then expressed as

$$
\begin{equation*}
U(\boldsymbol{r})=U_{1}(\boldsymbol{r})+U_{2}(\boldsymbol{r}), \tag{30}
\end{equation*}
$$

where

$$
\begin{align*}
& U_{1}(\boldsymbol{r})=\int^{\prime} \frac{\rho_{\mathrm{c}}\left(\boldsymbol{r}_{1}\right) g\left(\left|\boldsymbol{r}_{1}-\boldsymbol{r}\right|\right) \mathrm{d} \boldsymbol{r}_{1}}{\left|\boldsymbol{r}_{1}-\boldsymbol{r}\right|}  \tag{31}\\
& U_{2}(\boldsymbol{r})=\int^{\prime} \frac{\rho_{\mathrm{c}}\left(\boldsymbol{r}_{1}\right)\left[1-g\left(\left|\boldsymbol{r}_{1}-\boldsymbol{r}\right|\right)\right] \mathrm{d} \boldsymbol{r}_{1}}{\left|\boldsymbol{r}_{1}-\boldsymbol{r}\right|} \tag{32}
\end{align*}
$$

a screening function $g(x)$ is assumed to fall off rapidly with increasing $x$, but $g(0)=1$. Substituting expression (12) into equation (31), we derive

$$
\begin{equation*}
U_{1}(\boldsymbol{r})=\sum_{i}^{\prime} \int_{V} \frac{\rho\left(\boldsymbol{r}_{1}\right) g\left(\left|\boldsymbol{R}_{i}+\boldsymbol{r}_{1}-\boldsymbol{r}\right|\right) \mathrm{d} \boldsymbol{r}_{1}}{\left|\boldsymbol{R}_{i}+\boldsymbol{r}_{1}-\boldsymbol{r}\right|} \tag{33}
\end{equation*}
$$

where the meaning of the prime on the summation sign is the same as in equation (31). It is obvious that the series in formula (33) then converges rapidly.

Since the restriction marked by the prime is not principal in equation (32), where the excluded term is actually finite, we can add and subtract this contribution. Thus equation (32) takes the form

$$
\begin{equation*}
U_{2}(\boldsymbol{r})=\int \frac{\rho_{\mathrm{c}}\left(\boldsymbol{r}_{1}\right)\left[1-g\left(\left|\boldsymbol{r}_{1}-\boldsymbol{r}\right|\right)\right] \mathrm{d} \boldsymbol{r}_{1}}{\left|\boldsymbol{r}_{1}-\boldsymbol{r}\right|}+\left\{q_{j} g^{\prime}(0)\right\}_{\boldsymbol{r}=\boldsymbol{b}_{j}} \tag{34}
\end{equation*}
$$

where the last term is associated with any point charge $q_{j}$ at the position $\boldsymbol{b}_{j}$ if $\boldsymbol{r}=\boldsymbol{b}_{j}$,

$$
\begin{equation*}
g^{\prime}(0)=\lim _{x \rightarrow 0} \frac{\mathrm{~d} g(x)}{\mathrm{d} x} \tag{35}
\end{equation*}
$$

Substituting equation (12) into formula (34), we easily obtain

$$
\begin{equation*}
U_{2}(\boldsymbol{r})=\sum_{h}^{\prime} F(\boldsymbol{h}) G(-\boldsymbol{h}) \exp (2 \pi \mathrm{i} \boldsymbol{h} \boldsymbol{r})+\left\{q_{j} g^{\prime}(0)\right\}_{r=\boldsymbol{b}_{j}}, \tag{36}
\end{equation*}
$$

where

$$
\begin{equation*}
G(-\boldsymbol{h})=\int \frac{[1-g(|\boldsymbol{r}|)] \exp (2 \pi \mathrm{i} \boldsymbol{h} \boldsymbol{r}) \mathrm{d} \boldsymbol{r}}{|\boldsymbol{r}|} \tag{37}
\end{equation*}
$$

The integration over the angular variables of $\boldsymbol{r}$ in equation (37) is straightforward. As a result, one can show that

$$
\begin{equation*}
G(-\boldsymbol{h})=\frac{1}{\pi|\boldsymbol{h}|^{2}} \int_{0}^{\infty}\left[1-g\left(\frac{u}{2 \pi|\boldsymbol{h}|}\right)\right] \sin u \mathrm{~d} u \tag{38}
\end{equation*}
$$

In the particular case of point-charge lattices, the substitution of equations (26) and (27) into equations (33) and (36), respectively, with keeping formula (30) in mind, leads to $U(\boldsymbol{r})=\frac{1}{v} \sum_{h}^{\prime} G(-\boldsymbol{h}) \sum_{j} q_{j} \exp \left[2 \pi \mathrm{i} \boldsymbol{h}\left(\boldsymbol{r}-\boldsymbol{b}_{j}\right)\right]+\sum_{i, j}^{\prime} \frac{q_{j} g\left(\left|\boldsymbol{R}_{i}+\boldsymbol{b}_{j}-\boldsymbol{r}\right|\right)}{\left|\boldsymbol{R}_{i}+\boldsymbol{b}_{j}-\boldsymbol{r}\right|}+\left\{q_{j} g^{\prime}(0)\right\}_{\boldsymbol{r}=\boldsymbol{b}_{j}}$.

Because the series in the second term on the right-hand side of equation (39) is absolutely convergent, the order of summation over $i$ and $j$ may be thought of as arbitrary there. But in the first term of equation (39) the structure factor generating $G(-\boldsymbol{h})$ must be considered as an indivisible entity. This leads to the prime on the sign of summation over $\boldsymbol{h}$. Only if this prime is already present, the summation over $\boldsymbol{h}$ and $j$ can be carried out in an arbitrary order.

It is significant that results (33), (36) and (39) are independent of a particular choice of $\rho(\boldsymbol{r})$. Indeed, if we add some charge $q_{0}$ at a point $\boldsymbol{r}_{0}$ to $\rho(\boldsymbol{r})$ and subtract the same charge at a point shifted by a translation vector from $\boldsymbol{r}_{0}$, then the foregoing results remain unchanged.

Different examples of $g(x)$ have been studied [20,33]. If we choose $g(x)$ in the form of the complementary error function,

$$
\begin{equation*}
g(x)=\operatorname{erfc}(\mu x)=\frac{2}{\sqrt{\pi}} \int_{\mu x}^{\infty} \exp \left(-u^{2}\right) \mathrm{d} u \tag{40}
\end{equation*}
$$

then $g^{\prime}(0)=-2 \mu / \sqrt{\pi}$, whereas equation (37) is readily converted into

$$
\begin{equation*}
G(-\boldsymbol{h})=\frac{1}{\pi|\boldsymbol{h}|^{2}} \exp \left(-\frac{\pi^{2}|\boldsymbol{h}|^{2}}{\mu^{2}}\right) \tag{41}
\end{equation*}
$$

Substituting these relations into equation (39), we return to the result of Ewald (28). Results (40) and (41) utilized directly in equations (33) and (36) reproduce the generalized version of the Ewald approach driven by formulae (21)-(24).

It is important that formula (36), as well as formula (39), with taking equation (27) into account, may in turn be regarded as a modified employment of Parseval's formula in the particular case of translationally symmetric systems. On the other hand, an additional $h=0$ contribution would still arise if one substituted the last relation of equation (15) into equation (36) and interchanged the order of summation and integration, with ignoring the prime on the summation sign over $\boldsymbol{h}$. Although the latter procedure results in some ambiguity in the potential value, it is worth noting that due to a more general character of the issues, in other cases significant results could be obtained in such a generalized fashion for perfect crystals, as will be discussed elsewhere.

## 5. Coulomb lattice characteristic put forth by Harris and Monkhorst

Harris and Monkhorst [25] first derived one more important formula. It is based on the following Fourier integral for the Coulomb denominator:

$$
\begin{equation*}
\frac{1}{|\boldsymbol{r}|}=\frac{1}{2 \pi^{2}} \int \frac{\exp (\mathrm{i} \boldsymbol{p} \boldsymbol{r})}{|\boldsymbol{p}|^{2}} \mathrm{~d} \boldsymbol{p} \tag{42}
\end{equation*}
$$

Substituting equation (42) into equation (16), we obtain

$$
\begin{equation*}
U(\boldsymbol{r})=\frac{1}{2 \pi^{2}} \int^{\prime} \rho_{\mathrm{c}}\left(\boldsymbol{r}_{1}\right) \mathrm{d} \boldsymbol{r}_{1} \int \frac{\exp \left[\mathrm{i} \boldsymbol{p}\left(\boldsymbol{r}_{1}-\boldsymbol{r}\right)\right]}{|\boldsymbol{p}|^{2}} \mathrm{~d} \boldsymbol{p} \tag{43}
\end{equation*}
$$

First, we are interested in a general point $r$ without any point charge. In this case the prime on the integral sign is immaterial in formula (43) and can be omitted there. By making use of equation (14), relation (43) is then transformed into

$$
\begin{equation*}
U(\boldsymbol{r})=\frac{1}{\pi} \sum_{h}^{\prime} \frac{F(\boldsymbol{h})}{|\boldsymbol{h}|^{2}} \exp (2 \pi \mathrm{i} \boldsymbol{h} \boldsymbol{r}) \tag{44}
\end{equation*}
$$

However, if $\boldsymbol{r}=\boldsymbol{b}_{0}$, where a point charge $q$ exists, then it is expedient to rewrite $\rho(\boldsymbol{r})$ in the form

$$
\begin{equation*}
\rho(\boldsymbol{r})=\tilde{\rho}_{0}(\boldsymbol{r})+q \delta\left(\boldsymbol{r}-\boldsymbol{b}_{0}\right) \tag{45}
\end{equation*}
$$

and designate the contribution of $\tilde{\rho}_{0}(\boldsymbol{r})$ to formula (15) as $\tilde{F}_{0}(\boldsymbol{h})$. The potential of interest can be written as

$$
\begin{equation*}
U\left(\boldsymbol{b}_{0}\right)=U_{1}\left(\boldsymbol{b}_{0}\right)+U_{2}\left(\boldsymbol{b}_{0}\right), \tag{46}
\end{equation*}
$$

where

$$
\begin{align*}
& U_{1}\left(\boldsymbol{b}_{0}\right)=\frac{1}{\pi} \sum_{h}^{\prime} \frac{\tilde{F}_{0}(\boldsymbol{h})}{|\boldsymbol{h}|^{2}} \exp \left(2 \pi \mathrm{i} \boldsymbol{h} \boldsymbol{b}_{0}\right)  \tag{47}\\
& U_{2}\left(\boldsymbol{b}_{0}\right)=q\left(\frac{1}{\pi v} \sum_{h}^{\prime} \frac{1}{|\boldsymbol{h}|^{2}}-\frac{1}{2 \pi^{2}} \int \frac{\mathrm{~d} \boldsymbol{p}}{|\boldsymbol{p}|^{2}}\right)_{\mathrm{consist}} \tag{48}
\end{align*}
$$

The primes on the summation signs over $\boldsymbol{h}$ still exist here as a direct consequence of relation (44). The elimination of the Coulomb singularity in equation (48) is accomplished just in form (42) [25]. The fact that both the terms in the parentheses of equation (48) must be calculated in a consistent manner is pointed out there. In particular [25, 34], we may suggest that both the summation and integration are performed over a common domain $\mathcal{P}$ extending to infinity. It is convenient to write down this result as

$$
\begin{align*}
& U_{2}\left(\boldsymbol{b}_{0}\right)=q C_{1}  \tag{49}\\
& C_{1}=\lim _{\mathcal{P} \rightarrow \infty}\left(\frac{1}{\pi v} \sum_{2 \pi \boldsymbol{h} \in \mathcal{P}}^{\prime} \frac{1}{|\boldsymbol{h}|^{2}}-\frac{1}{2 \pi^{2}} \int_{p \in \mathcal{P}} \frac{\mathrm{~d} \boldsymbol{p}}{|\boldsymbol{p}|^{2}}\right), \tag{50}
\end{align*}
$$

where $C_{1}$ is the Coulomb characteristic of a Bravais lattice [25]. In the particular case of equations (26) and (27), formulae (44), (45) and (47) are reduced to the original results of Harris and Monkhorst [25, 29], providing that results (48)-(50) remain the same.

It is significant that averaging equation (44) over a unit-cell parallelepiped gives rise to result (25) again, providing that the discussion after equation (25) is still valid as addressed to the contribution of (46)-(50) now.

As far as the effect of $C_{1}$ is concerned, it is especially pronounced in the particular case of a jellium model [25], where a Bravais lattice composed of point charges of a sole species $q$ is immersed in a neutralizing uniform background. The charge distribution localized within a unit-cell parallelepiped is then of the form

$$
\begin{equation*}
\rho(\boldsymbol{r})=q \delta\left(\boldsymbol{r}-\boldsymbol{b}_{1}\right)-\frac{q}{v} \tag{51}
\end{equation*}
$$

where $\boldsymbol{b}_{1}$ is the position vector of $q$. In this case the potential effect of a background follows from equation (47), where a uniform charge distribution $\tilde{\rho}_{0}(r)=-q / v$ results in zero value of $U_{1}\left(\boldsymbol{b}_{0}\right)$ [25]. But the interaction of a background with the total potential is also absent due to equation (25). The latter is a classical result [35], though it caused some discussion in the literature [11]. Thus, in a jellium model specified by a lattice without basis, the total Coulomb energy per unit cell is equal to

$$
\begin{equation*}
\mathcal{E}_{\mathrm{tot}} \equiv \mathcal{E}_{1}=\frac{q^{2}}{2} C_{1} . \tag{52}
\end{equation*}
$$

## 6. Application of the Krazer-Prym theorem to Coulomb characteristic problems

Of the different methods for calculating $C_{1}$, we consider only one associated with the Poisson summation formula [31]. Here we generalize this approach to oblique lattices by making use
of the Krazer-Prym theorem in form (11). Separating out the terms at $h=0$ and $\boldsymbol{R}_{i}=0$ there, we rewrite equation (11) as follows:

$$
\begin{equation*}
\sum_{h}^{\prime} \exp \left(-u|\boldsymbol{h}|^{2}\right)-v\left(\frac{\pi}{u}\right)^{3 / 2} \sum_{i}^{\prime} \exp \left(-\frac{\pi^{2}\left|\boldsymbol{R}_{i}\right|^{2}}{u}\right)=v\left(\frac{\pi}{u}\right)^{3 / 2}-1 . \tag{53}
\end{equation*}
$$

In the case of $0<u<\infty$ both the series on the left-hand side of equation (53) are uniformly convergent. So, equation (53) can be integrated with respect to $u$. As a result, we reach

$$
\begin{equation*}
\sum_{h}^{\prime} \frac{\exp \left(-u|\boldsymbol{h}|^{2}\right)}{|\boldsymbol{h}|^{2}}+\pi v \sum_{i}^{\prime} \frac{1}{\left|\boldsymbol{R}_{i}\right|} \operatorname{erfc}\left(\frac{\pi\left|\boldsymbol{R}_{i}\right|}{\sqrt{u}}\right)=\frac{2 \pi^{3 / 2} v}{\sqrt{u}}+u+\tilde{C} \tag{54}
\end{equation*}
$$

where $\tilde{C}$ is a constant of integration. In other words, $\tilde{C}$ is independent of $u$ and equation (54) may be treated as an identity determining $\tilde{C}$. In particular, it implies that, according to formula (54), the value of $\tilde{C}$ can be considered in the limit of $u \rightarrow 0$ :

$$
\begin{equation*}
\tilde{C}=\lim _{u \rightarrow 0}\left[\sum_{h}^{\prime} \frac{\exp \left(-u|\boldsymbol{h}|^{2}\right)}{|\boldsymbol{h}|^{2}}-\frac{2 \pi^{3 / 2} v}{\sqrt{u}}\right] \tag{55}
\end{equation*}
$$

Likewise, equation (50) can be rewritten in the same manner:

$$
\begin{equation*}
C_{1}=\lim _{u \rightarrow 0}\left[\frac{1}{\pi v} \sum_{h}^{\prime} \frac{\exp \left(-u|\boldsymbol{h}|^{2}\right)}{|\boldsymbol{h}|^{2}}-\frac{1}{2 \pi^{2}} \int \frac{\mathrm{~d} \boldsymbol{p}}{|\boldsymbol{p}|^{2}} \exp \left(-\frac{u|\boldsymbol{p}|^{2}}{4 \pi^{2}}\right)\right] . \tag{56}
\end{equation*}
$$

The calculation of the integral over $\boldsymbol{p}$ in equation (56) is straightforward. Comparing the resulting expression with equation (55), we draw a conclusion that $\tilde{C}=\pi v C_{1}$.

But relation (54) also admits another continuation. Indeed, the right-hand side of equation (54) as a function of $u$ has a minimum and the same is expected for the left-hand side. It implies that an optimum magnitude of $u$ can be evaluated from the condition

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} u}\left(\frac{2 \pi^{3 / 2} v}{\sqrt{u}}+u\right)=-v\left(\frac{\pi}{u}\right)^{3 / 2}+1=0 \tag{57}
\end{equation*}
$$

with the result $u_{\text {opt }}=\pi v^{2 / 3}$. As anticipated, this special value of $u_{\text {opt }}$ is the most favourable for practical calculations of $\tilde{C}$ transforming further into $C_{1}$. Making use of the value $u_{\text {opt }}$ in equation (54) and going over to $C_{1}$, we derive

$$
\begin{equation*}
C_{1}=\frac{1}{\pi v} \sum_{h}^{\prime} \frac{\exp \left(-\pi v^{2 / 3}|\boldsymbol{h}|^{2}\right)}{|\boldsymbol{h}|^{2}}+\sum_{i}^{\prime} \frac{1}{\left|\boldsymbol{R}_{i}\right|} \operatorname{erfc}\left(\frac{\sqrt{\pi}\left|\boldsymbol{R}_{i}\right|}{v^{1 / 3}}\right)-3 v^{-1 / 3} . \tag{58}
\end{equation*}
$$

It is interesting to note that the evaluation of $C_{1}$ in form (58) can be also obtained in a somewhat different fashion. Indeed, inserting issue (28) at $\boldsymbol{r}=\boldsymbol{b}_{0}$ into formula (49), one can show that

$$
\begin{equation*}
C_{1}=\frac{1}{\pi v} \sum_{h}^{\prime} \frac{1}{|\boldsymbol{h}|^{2}} \exp \left(-\frac{\pi^{2}|\boldsymbol{h}|^{2}}{\mu^{2}}\right)+\sum_{i}^{\prime} \frac{\operatorname{erfc}\left(\mu\left|\boldsymbol{R}_{i}\right|\right)}{\left|\boldsymbol{R}_{i}\right|}-\frac{\pi}{v \mu^{2}}-\frac{2 \mu}{\sqrt{\pi}} \tag{59}
\end{equation*}
$$

where the third term on the right-hand side of equation (59) is associated with the background contribution to the second term on the right-hand side of equation (28), the last terms on the right-hand sides of relations (59) and (28) are correspondent. Comparing results (54) and (59), we see that the Ewald variable parameter $\mu$ is connected with $u$ as follows:

$$
\begin{equation*}
\mu=\pi / \sqrt{u}, \quad \mu_{\mathrm{opt}}=\pi / \sqrt{u_{\mathrm{opt}}}=\sqrt{\pi} v^{-1 / 3} . \tag{60}
\end{equation*}
$$

It seems to be natural that the value $\mu_{\text {opt }}$ agrees with earlier estimates [13, 27, 36]. Substituting the value of $\mu_{\text {opt }}$ into equation (59), we return to $C_{1}$ in form (58). It is obvious that an optimum
value of $\mu$ mentioned above can be obtained immediately from equation (59), providing that the negative of the last two terms on the right-hand side of (59) be a minimum as well.

It is worth noting that Harris and Monkhorst [25] have proposed another, albeit consistent with equation (59), expression for $C_{1}$, in terms of which the inhomogeneous potential contribution of a uniform background disappears in an explicit manner. In other words, $C_{1}$ describes the inhomogeneous potential effect exerted by a Bravais lattice composed of unit point charges at a lattice site, in agreement with (49).

Likewise, if there is a jellium model with two equal point charges $q$ described by basis vectors $\boldsymbol{b}_{1}$ and $\boldsymbol{b}_{2}$ in the unit-cell parallelepiped, then relation (51) is replaced by

$$
\begin{equation*}
\rho(\boldsymbol{r})=q\left[\delta\left(\boldsymbol{r}-\boldsymbol{b}_{1}\right)+\delta\left(\boldsymbol{r}-\boldsymbol{b}_{2}\right)\right]-\frac{2 q}{v} . \tag{61}
\end{equation*}
$$

The corresponding energy is calculated in the same manner. It is convenient here to normalize this energy per point charge and represent it in the form

$$
\begin{equation*}
\mathcal{E}_{\mathrm{tot}}=\mathcal{E}_{1}+\mathcal{E}_{2}, \quad \mathcal{E}_{j}=\frac{q^{2}}{2} C_{j} \tag{62}
\end{equation*}
$$

where $j=1,2$. The value of $C_{1}$ is then still described by formula (58), whereas

$$
\begin{align*}
C_{2}=\frac{1}{\pi v} \sum_{h}^{\prime} & \frac{\exp \left(-\pi v^{2 / 3}|\boldsymbol{h}|^{2}\right)}{|\boldsymbol{h}|^{2}} \cos \left[2 \pi \boldsymbol{h}\left(\boldsymbol{b}_{1}-\boldsymbol{b}_{2}\right)\right] \\
& +\sum_{i} \frac{\operatorname{erfc}\left(\sqrt{\pi} v^{-1 / 3}\left|\boldsymbol{R}_{i}+\boldsymbol{b}_{1}-\boldsymbol{b}_{2}\right|\right)}{\left|\boldsymbol{R}_{i}+\boldsymbol{b}_{1}-\boldsymbol{b}_{2}\right|}-\frac{1}{v^{1 / 3}} \tag{63}
\end{align*}
$$

with exploiting an optimum value $\mu_{\mathrm{opt}}=\sqrt{\pi} v^{-1 / 3}$ again. The meaning of $C_{2}$ is apparently similar to that of $C_{1}$, though $C_{2}$ is addressed to off-lattice points shifted by the vectors $\pm\left(b_{1}-b_{2}\right)$ from the lattice sites.

## 7. Some numerical results for tetragonal and hexagonal jellium-model lattices

In order to demonstrate the effect of the foregoing Coulomb characteristics, here we consider several one-parametric families of jellium-model lattices. We begin with simple tetragonal and body-centred (bc) tetragonal lattices at various $\xi=c / a$ ratios, where $c$ is the lattice constant along the tetragonal axis, but $a$ is the lattice constant in the perpendicular directions. In the simple tetragonal case $v=\xi a^{3}$ and vectors of elementary translations are immediately specified by $a$ and $c$. As a result, the vectors describing the Bravais lattices in direct and reciprocal spaces, respectively, are of the form

$$
\begin{align*}
\left|\boldsymbol{R}_{i}\right|^{2} & =a^{2}\left(n_{1}^{2}+n_{2}^{2}+\xi^{2} n_{3}^{2}\right),  \tag{64}\\
|\boldsymbol{h}|^{2} & =\frac{\xi^{2}\left(n_{1}^{2}+n_{2}^{2}\right)+n_{3}^{2}}{a^{2} \xi^{2}}, \tag{65}
\end{align*}
$$

where $n_{1}, n_{2}$ and $n_{3}$ are integers over which the summation in equation (58) is actually carried out. On substituting expressions (64) and (65) into formula (58) and performing the summation over $n_{j}$ there, the results for the Coulomb energy per point charge is given by formula (52). The values obtained are listed in table 1.

If we deal with be tetragonal lattices, then $v=\xi a^{3} / 2$, though the lattice structure in direct space is still described by a Bravais lattice without basis. The vectors of elementary translations with a common origin are conventionally chosen so that each of them is directed from an apex to the centre of an elementary rectangular parallelepiped, providing that three

Table 1. The jellium-model Coulomb energy $\mathcal{E}$ per point charge $q$ determined by equations (52) and (58) for simple tetragonal and body-centred (bc) tetragonal lattices at different $c / a$ ratios. $\mathcal{E}$ is measured either in units of $q^{2} / a$ (left columns) or in units of $q^{2} / r_{s}$, where $4 \pi r_{s}^{3} / 3=v$ (right columns).

|  | $\mathcal{E}$ (simple tetragonal) |  |  | $\mathcal{E}$ (bc tetragonal) |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $c / a$ | $q^{2} / a$ units | $q^{2} / r_{s}$ units |  | $q^{2} / a$ units | $q^{2} / r_{s}$ units |
| 7.44895730 | 1.95013246 | 2.36265188 |  | 0 | 0 |
| 3.72447865 | 0 | 0 |  | -0.97509920 | -0.74421387 |
| 2.00 | -0.90292090 | -0.70571633 |  | -1.43359402 | -0.88933075 |
| 1.90 | -0.95526851 | -0.73397363 |  | -1.46229674 | -0.89175833 |
| 1.80 | -1.00760533 | -0.76035853 |  | -1.49188154 | -0.89355023 |
| 1.70 | -1.05992189 | -0.78474272 |  | -1.52264445 | -0.89476422 |
| 1.60 | -1.11220030 | -0.80697510 |  | -1.55497246 | -0.89548124 |
| 1.50 | -1.16440685 | -0.82687330 |  | -1.58936542 | -0.89580740 |
| 1.40 | -1.21647777 | -0.84421031 |  | -1.62645841 | -0.89587230 |
| 1.30 | -1.26829214 | -0.85869226 |  | -1.66703918 | -0.89581993 |
| 1.20 | -1.31961992 | -0.86992085 |  | -1.71205024 | -0.89578555 |
| 1.10 | -1.37002119 | -0.87732797 | -1.76255357 | -0.89584668 |  |
| 1.00 | -1.41864874 | $-0.88005944^{\text {ab }}$ | -1.81961673 | $-0.89592926^{\text {ab }}$ |  |
| 0.95 | -1.4488328 | -0.87927780 |  | -1.85088136 | -0.89587396 |
| 0.90 | -1.46385449 | -0.87676366 |  | -1.88403847 | -0.89563502 |
| 0.85 | -1.48425685 | -0.87220619 |  | -1.91904904 | -0.89506144 |
| 0.80 | -1.50238398 | -0.86519647 |  | -1.95575058 | -0.89393086 |
| 0.75 | -1.51730133 | -0.85519021 |  | -1.99379262 | -0.89192336 |
| 0.70 | -1.52766195 | -0.84145405 |  | -2.03254016 | -0.88858494 |
| 0.65155357 | $-1.53150680^{\mathrm{a}}$ | -0.82364380 | -2.06975363 | -0.88347818 |  |
| 0.65 | -1.53150234 | -0.82298625 |  | -2.07092593 | -0.88327543 |
| 0.60 | -1.52591852 | -0.79839699 |  | -2.10721700 | -0.87509152 |
| 0.55 | -1.50653657 | -0.76572185 |  | -2.13863148 | -0.86274804 |
| 0.50 | -1.46661489 | -0.72212086 |  | -2.16068032 | -0.84438592 |
| 0.46249143 | -1.41696417 | -0.67977297 |  | $-2.16679125^{\mathrm{a}}$ | -0.82504715 |
| 0.24015651 | 0 | 0 | -1.44311562 | -0.44166506 |  |
| 0.16981630 | 2.04087356 | 0.70109954 |  | 0 | 0 |

a This is a minimum value in the corresponding column.
${ }^{\mathrm{b}}$ This value agrees with the result quoted in [25, 29, 37].
parallelepipeds of interest are adjacent to the first octant [38]. In this case one can show that relations (64) and (65) must be replaced by

$$
\begin{align*}
& \left|\boldsymbol{R}_{i}\right|^{2}=\frac{a^{2}}{4}\left\{2\left[n_{1}^{2}+\left(n_{2}-n_{3}\right)^{2}\right]+\xi^{2}\left(n_{1}-n_{2}-n_{3}\right)^{2}\right\},  \tag{66}\\
& |\boldsymbol{h}|^{2}=\frac{\left(n_{2}+n_{3}\right)^{2}+\xi^{2}\left[n_{2}^{2}+n_{3}^{2}+2 n_{1}\left(n_{1}+n_{2}+n_{3}\right)\right]}{a^{2} \xi^{2}}, \tag{67}
\end{align*}
$$

with the same meaning of integers $n_{j}$. A further calculation is carried out in the same manner. The results are compiled in table 1 as well.

Table 1 shows that the change in $\mathcal{E}$ as a function of $\xi$ is not monotonic for both types of lattices. Moreover, the instability associated with $\mathcal{E}>0$ is predicted in either case as well. Driven by the behaviour of $C_{1}$, for simple tetragonal lattices this instability takes place if either $\xi>3.72447865$ or $\xi<0.24015651$. Such a behaviour of $\mathcal{E}$ seems to be quite reasonable for jellium-model lattices, where the two-dimensional density of point charges in a square
basic plane remains unchanged, but a three-dimensional background density changes with varying interplanar distances between square planes mentioned above. As a result, as $\xi$ drops, the tendency towards instability arises due to approaching equal point charges belonging to adjacent square planes in question. On the other hand, in the limit of large $\xi$, every square plane consisting of point charges can eventually be considered independent of the other ones, but its own instability arises because the background density attributed to this plane appears to be too small to stabilize it.

The bc tetragonal lattices remain stable in a wider interval $0.16981630<\xi<$ 7.44895730 . This fact can also be comprehended if we remind ourselves that any bc lattice can be regarded as a combination of two simple tetragonal lattices shifted properly from each other. In such a treatment the potential at a reference point charge is described by the contribution $C_{1}$ of the sublattice to which that charge belongs and by the contribution $C_{2}$ of the other sublattice. The latter effect leads to attraction and so enhances the overall stability of a system, as will be discussed later on.

Contrary to the absolute boundaries of stability, one more problem shown in table 1 is associated with the fact that the value of $\xi$ at which the energy $\mathcal{E}$ is a minimum strongly depends on the energy units employed in either of the aforementioned cases. It is natural because there are several length parameters typical of the task now. As a result, the energy is a complicated function of those parameters. This circumstance is immaterial if we deal with any fixed lattice. On the other hand, if the lattice stability relative to variations of the lattice parameters is discussed, then an energy unit should be chosen with caution. Indeed, $\mathcal{E}$ measured in units of $q^{2} / r_{s}$ attains its minimum value at $\xi=1$ in both the cases. This result seems to be reasonable, for cubic structures arising at $\xi=1$ are expected to be the most stable due to their high symmetry. However, in units of $q^{2} / a$, a minimum value of $\mathcal{E}=-1.5315068$ takes place at $\xi=0.65155357$ in simple tetragonal lattices. This fact anyhow resembles the situation in CsCl tetragonal structures [36]. However, the case of be tetragonal structures turns out to be much more suspicious in this respect.

In order to understand these inferences, we again resort to $C_{1}$ in form (55). One can see that the second term on the right-hand side of formula (55) is structureless and so the characteristic length typical of this term is merely $v^{-1 / 3}$. As far as the first term on the right-hand side of that formula is concerned, this term diverges as $u \rightarrow 0$. This singularity is naturally compensated by the second term. In terms of length units, it seems to be plausible that such a compensation renders the length $v^{-1 / 3}$ characteristic of both of these terms. It implies that every length parameter proportional to $v^{-1 / 3}$ is to be suitable as a natural measure of $C_{1}$. The definition of $r_{s}$ mentioned above apparently agrees with this requirement.

Although the energy contribution of $C_{1}$ is intrinsic to every lattice, the explicit energy effect of $C_{2}$ is inevitable in lattices with basis. This is the reason why now we consider a jellium model with simple hexagonal (sh) and hexagonal close-packed (hcp) lattices of point charges at various $c / a=\xi$ ratios, where $c$ is the lattice constant along the hexagonal axis and $a$ is the nearest-neighbour distance in the orthogonal plane. Note that at a given $\xi$ the Bravais lattice is common to both of these structures, with $v=a^{3} \xi \sqrt{3} / 2$, and the same is right for the reciprocal lattice specified by $\boldsymbol{h}$. Furthermore, if three vectors of elementary translations considered as basic ones are so chosen that the angle between two of these vectors lying in a hexagonal plane is equal to $2 \pi / 3$, whereas the third vector is normal to this plane, then

$$
\begin{align*}
& \left|\boldsymbol{R}_{i}\right|^{2}=a^{2}\left(n_{1}^{2}+n_{2}^{2}-n_{1} n_{2}+\xi^{2} n_{3}^{2}\right)  \tag{68}\\
& \left|\boldsymbol{R}_{i}+\boldsymbol{b}_{1}-\boldsymbol{b}_{2}\right|^{2}=a^{2}\left[\frac{1}{3}+n_{1}\left(1+n_{1}-n_{2}\right)+n_{2}^{2}+\xi^{2}\left(\frac{1}{2}+n_{3}\right)^{2}\right] \tag{69}
\end{align*}
$$

Table 2. The jellium-model Coulomb energy $\mathcal{E}_{\text {tot }}$ per point charge $q$ that is determined by equations (52)-(71) for simple hexagonal (sh) and hcp lattices, as well as $\mathcal{E}_{2}$ contributing to the latter case, at different $c / a$ ratios. For comparison, all the energies are measured in units of $q^{2} / r_{s}$, where $4 \pi r_{s}^{3} / 3=v / 2$ is typical of hcp lattices [25].

|  | sh lattice |  |  | hcp lattice |  |
| :--- | :---: | :--- | :--- | :--- | :---: |
| $c / a$ | $\mathcal{E}_{\text {tot }}=\mathcal{E}_{1}$ |  | $\mathcal{E}_{2}$ | $\mathcal{E}_{\text {tot }}=\mathcal{E}_{1}+\mathcal{E}_{2}$ |  |
| 6.96915438 | 1.88866536 |  | -1.88866536 | 0 |  |
| 3.48447247 | 0 |  | -0.74948347 | -0.74948347 |  |
| 2.00 | -0.53070441 |  | -0.35875147 | -0.88945588 |  |
| 1.90 | -0.55685026 |  | -0.33563063 | -0.89248089 |  |
| 1.80 | -0.58141733 |  | -0.31312775 | -0.89454508 |  |
| 1.70 | -0.60430223 |  | -0.29133925 | -0.89564148 |  |
| 1.63563941 | -0.61808640 |  | -0.27775205 | $-0.89583845^{\text {ab }}$ |  |
| $1.63299316^{\mathrm{c}}$ | -0.61863667 |  | -0.27720145 | $-0.89583812^{\mathrm{d}}$ |  |
| 1.60 | -0.62538530 |  | -0.27039341 | -0.89577870 |  |
| 1.50 | -0.64452540 |  | -0.25046099 | -0.89498639 |  |
| 1.40 | -0.66155191 |  | -0.23176849 | -0.89332040 |  |
| 1.30 | -0.67625130 |  | -0.21461432 | -0.89086562 |  |
| 1.20 | -0.68834398 |  | -0.19938749 | -0.88773147 |  |
| 1.10 | -0.69744280 |  | -0.18658721 | -0.88403001 |  |
| 1.00 | -0.70297638 |  | -0.17684091 | -0.87981729 |  |
| 0.95 | -0.70414399 |  | -0.17334721 | -0.87749119 |  |
| 0.92835750 | $-0.70426741^{\mathrm{a}}$ |  | -0.17215770 | -0.87642511 |  |
| 0.90 | -0.70404452 |  | -0.17091595 | -0.87496047 |  |
| 0.85 | -0.70246882 |  | -0.16966518 | -0.87213400 |  |
| 0.82684852 | -0.70116520 |  | $-0.16952077^{\mathrm{a}}$ | -0.87068597 |  |
| 0.80 | -0.69913932 |  | -0.16972147 | -0.86886079 |  |
| 0.75 | -0.69368298 |  | -0.17121988 | -0.86490286 |  |
| 0.70 | -0.68559203 |  | -0.17430501 | -0.85989704 |  |
| 0.65 | -0.67416614 |  | -0.17913407 | -0.85330020 |  |
| 0.60 | -0.65842503 |  | -0.18588426 | -0.84430929 |  |
| 0.55 | -0.63697266 |  | -0.19476812 | -0.83174078 |  |
| 0.50 | -0.60777817 |  | -0.20606290 | -0.81384108 |  |
| 0.22113775 | 0 |  | -0.35248997 | -0.35248997 |  |
| 0.16802835 | 0.42331808 |  | -0.42331808 | 0 |  |

${ }^{\text {a }}$ This is an extremum value in the corresponding column.
${ }^{\mathrm{b}}$ This minimum value is discussed in [37,39].
${ }^{\text {c }}$ This is an ideal ratio $c / a=\sqrt{8 / 3}$ for hcp lattices.
${ }^{\mathrm{d}}$ This value agrees with the results in $[25,37,39]$.

$$
\begin{align*}
& |\boldsymbol{h}|^{2}=\frac{4 \xi^{2}\left(n_{1}^{2}+n_{2}^{2}+n_{1} n_{2}\right)+3 n_{3}^{2}}{3 a^{2} \xi^{2}},  \tag{70}\\
& \boldsymbol{h}\left(\boldsymbol{b}_{1}-\boldsymbol{b}_{2}\right)=\frac{4 n_{1}+2 n_{2}+3 n_{3}}{6} . \tag{71}
\end{align*}
$$

Here $n_{1}, n_{2}$ and $n_{3}$ are also integers over which the summation in equations (58) and (63) is carried out. Moreover, these parameters are common to equations (70) and (71) upon summation over $\boldsymbol{h}$ in formula (63). On substituting equations (68)-(71) into formulae (58) and (63), the further numerical calculation based on equations (52), (58), (62) and (63) is straightforward. The results are compiled in table 2.

Note that the peculiar features of table 2 look like those of table 1. A minimum value of $\mathcal{E}_{1}$ occurs at $\xi=0.92835750$ and this value associated with the stable state of sh lattices can also be expressed as $\tilde{\mathcal{E}}_{1}=-0.88732133 q^{2} / \tilde{r}_{\mathrm{s}}$, where the normalization $4 \pi \tilde{r}_{\mathrm{s}}^{3} / 3=v$ is inherent in the case at hand.

The trend in changing $C_{1}$ is similar to that in tetragonal lattices. The opposite trend in changing $\mathcal{E}_{2}$, with a maximum of $\mathcal{E}_{2}$ at $\xi=0.82684852$, can also be comprehended on the ground of the same arguments as those mentioned above for $C_{1}$. In the limit of small $\xi$, a drop in $C_{2}$ is driven by an increase in the three-dimensional background density, whose contribution to $C_{2}$ is stronger here than that of surrounding point charges. This effect correlates with a growth of $C_{1}$ due to formula (25). However, in the case of large $\xi$ the influence of a background is predominant again. Although a background density diminishes, this density determines the potential effect at the neighbourhood of reference points specific to $C_{2}$, whereas point charges in hexagonal planes of the other sublattice turn out to be too far from the foregoing reference points. This effect can be understood as a consequence of the negative uniform potential that is necessary to be added so as to make zero value of the mean potential within the planewise summation approach [39]. In this case the sublattice potential of interest is originated by hexagonal planes of point charges together with a background contribution, providing that a background is decomposed into portions attributed to every point-charge plane in a symmetric manner. As a result, the negative value of the correcting potential is the only nonzero one surviving on planes situated midway between point-charge hexagonal planes at large $\xi$. Furthermore, the negative magnitude of that potential increases upon enhancing interplanar distances [39].

Thus, either of the trends is quite typical. The interplay between these trends accounts for a minimum value of $\mathcal{E}_{\text {tot }}$ shown in table 2 and corresponding to the stable state of hcp lattices at $\xi=1.63563941[39,37]$. It is interesting to notice that this minimum appears to be close to the value of $\xi$ characteristic of ideal hcp structures, though extremum values of either of the parameters $\mathcal{E}_{1}$ and $\mathcal{E}_{2}$ occur in a quite different region of $\xi<1$. The problem of instability of hcp lattices is also associated with the aforementioned interplay and turns out to be in close connection with the properties of sh lattices. Indeed, on the boundaries of stability of sh lattices, we have $\mathcal{E}_{2}<0$ and so hcp lattices are still stable there. In other words, the interval of stability of hcp lattices includes a narrower interval of stability of sh lattices, by definition.

## 8. Conclusion

In summary, it is ascertained that the Krazer-Prym theorem described by equation (8)-(11) is governed by local periodic boundary conditions on a unit cell boundaries. As a result, not only does its application enhance the rate of convergence of Coulomb series in accordance with the traditional standpoint addressed to the Poisson summation formula, but also, being a consequence of the translational symmetry of Bravais lattices, this theorem enables one to perform summation of the conditionally convergent Coulomb series in a manner leading to the definite unique result relevant to perfect crystals associated with the thermodynamic limit [11].

As a result, the electrostatic potential subject to translational symmetry has no uniform contribution within every treatment appropriate to the case. This fact follows directly from local electrical neutrality. It is worth noting that this result looks like the case of zero potential in empty space. It is not occasional because, namely, this limiting case appears if we are interested in effects whose scale is large enough with respect to the lattice parameters. Moreover, even if we deal with large, but finite crystals, of all different conditions on their
surfaces, the special ones always exist and warrant the bulk solution discussed here. This issue means that those surfaces are in equilibrium with bulk states, as anticipated in the case of the thermodynamic limit as well.

As for the Coulomb characteristic of a Bravais lattice, it is actually responsible for the inhomogeneous potential effect. This is the reason that a neutralizing uniform background does not contribute to this parameter. On the other hand, this circumstance turns out to be somewhat implicit if we focus our attention on the potential value at a lattice site, providing that this potential is generated by identical point charges located at all other lattice sites. Nevertheless, the application of the Krazer-Prym theorem for calculating the Coulomb characteristic in question takes the foregoing peculiarity into account automatically. Hence, the procedure of numerical calculation discussed here is not only effective, but it resolves some methodical difficulties typical of the task. In particular, it is shown that the inhomogeneous field driven by the Coulomb characteristics accounts for the peculiar features of stability of jellium-model tetragonal and hexagonal lattices, providing that energy units are chosen properly.
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